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The key elements of a scalable, fast, and energy-efficient computation platform for learning machines are: massive on-chip memory co-located with highly energy-efficient computation, enabled by monolithic 3D integration using ultra-dense and fine-grained massive connectivity. There will be multiple layers of analog and digital memories [1] interleaved with computing logic, sensors, and application-specific devices. We call this technology platform N3XT – Nanoengineered Computing Systems Technology [2]. N3XT will support computing architectures that embrace sparsity, stochasticity, and device variability, including those that are neuromorphic and learning-based.

In this talk, I will give an overview of nanoscale memory and logic technologies for implementing N3XT. I will describe ENIGMA, a class of robust, energy-efficient learning machines using hyperdimensional computing [3], to be implemented [4] using the N3XT technology platform.
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